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Abstract

Recently developed vision models for image discrimination are becoming increasingly complex, so that their use as image quality metrics is often precluded by computational limitations. This paper compares the performance of (1) a single channel model with a simple masking correction to (2) a multiple spatial frequency channel model with "within-channel" masking.

Introduction

Vision discrimination models that have been used as image quality metrics range in complexity from single filter models to multiple channel models with channels that are selective in spatial frequency and orientation (see for a review [1]). The simple filter models can be thought of as representing the visual information at precortical levels of the visual system. These models can predict the variations in the visibility of targets that occur as the target spatial frequency changes. The multiple channel models simulate the orientation and spatial frequency selectivity of cortical cells. Because the channels outputs are nonlinear, the channel models predict masking of targets in high contrast image regions. To facilitate the computation of such models, Watson developed the Cortex Transform and based a model on it [2]. Daly and Lubin have developed similar models [3, 4]. Because they involve computing channel outputs varying in spatial position, spatial frequency, and orientation, these models are computationally complex, even when they use frequency and orientation selective transforms that are simpler to compute [5] or are already being computed [6]. We have reported that a Cortex Transform model with within-channel masking outperformed a simple contrast sensitivity filter model at predicting the detectability of targets in a natural background [7].

Some recent vision models include between-channel interactions that allow the models to predict masking from image components exciting different channels from those responding to the target [8, 9]. These models have even greater computational complexity. Foley developed a formula for predicting the masking of Gabor stimuli by gratings of various spatial frequencies and orientations [10]. Simplifying the formula leads to a simple contrast masking correction. Here we show that applying this correction to a filter model can make its performance comparable to that of the channel model.

The vision models

The models that I will compare in this paper are image discrimination models. They take as input a pair of images and give as output the number of just-noticeable-differences ($d'$) between them. The models are linear in the image difference, so that the background image and the background image plus the image difference multiplied by $1/d'$ are one just-noticeable-difference apart.

Both models have the same initial steps. The images are converted to contrast images by subtracting and then dividing by the mean luminance of the background image. Next they are filtered by a contrast sensitivity filter whose shape and gain are calibrated for each model to predict the detection of 1.33 deg square grating patches according to the formula developed by Barten [11]. The filters have a difference of Gaussian form,

$$S(f) = a_c \exp\left(-\frac{(f/f_c)^2}{2}\right) - a_s \exp\left(-\frac{(f/f_s)^2}{2}\right), \ (1)$$

where $a_c$ and $a_s$ are the center and surround amplitude parameters and $f_c$ and $f_s$ are the center and surround frequency cutoff parameters. Table 1 gives the contrast sensitivity filter parameters for the models. The amplitude parameters have the dimensions of JND's per unit contrast and the cutoff parameters have the
dimensions of cycles per degree of visual angle.

Table 1 - Contrast sensitivity filter parameters

<table>
<thead>
<tr>
<th>model</th>
<th>$a_c$</th>
<th>$f_c$</th>
<th>$a_s/a_c$</th>
<th>$f_c/f_s$</th>
</tr>
</thead>
<tbody>
<tr>
<td>filter</td>
<td>15.5</td>
<td>20.8</td>
<td>0.77</td>
<td>5.6</td>
</tr>
<tr>
<td>channel</td>
<td>18.5</td>
<td>16.4</td>
<td>0.68</td>
<td>7.9</td>
</tr>
</tbody>
</table>

1. The filter models

Let $I_0(k)$ and $I_1(k)$ be the $k^{th}$ pixels of the background and background plus target filtered images. Form the differences of the filtered images,

$$D(k) = I_1(k) - I_0(k) . (2)$$

The predicted difference between the images for the simple filter model is the vector length of the filtered difference image,

$$d'_s = (S_k D(k)^2)^{1/2} . (3)$$

Also compute the RMS contrast of the filtered background image, where the filter is normalized to have unity maximum gain,

$$c = (1/g) ((1/n) S_k I_0(k)^2)^{1/2} . (4)$$

where $n$ is the number of pixels, and $g$ is the maximum gain of the contrast sensitivity filter. The model prediction is given by

$$d'_m = d'_s / (1+(c/c_2)^2)^{1/2} . (5)$$

The value of $c_2$ will be kept at a contrast of 0.04 for all the predictions here. Notice that when there is no background image contrast, $c=0$ and $d'_m = d'_s$. The correction therefore does not require any recalibration for the grating thresholds.

2. The channel model

Let $C_0(k)$ and $C_1(k)$ be the $k^{th}$ coefficients of the Cortex Transforms [2] of the background and background plus target filtered images. In all examples, there will be five spatial frequency channels and 4 orientation channels in the transform. Compute the masked transform differences,

$$D(k) = | C_1(k) - C_0(k) | / (1 + | C_0(k) |^2)^{1/2} . (6)$$

The model prediction for the discriminability between the images for the channel model is given by a Minkowski sum of the masked differences with the summation exponent set to 4 to approximate probability summation of the detectability of the differences,

$$d'_c = (S_k D(k)^4)^{1/4} . (7)$$

Object detection in a natural background

Last year, we reported data on the detectability of vehicles by soldiers in natural background color images and showed that the channel model performed better than the filter model with no masking correction [7].
When the filter model is given the masking correction, it outperforms the channel model in predicting those results. The circles in Figure 1 show the mean performance of 2 groups of soldiers for 6 image pairs. Only one number, the difference between the two groups of subjects is available for estimating the accuracy of the average performance over the 6 image pairs. It was 1.7 dB (20 dB = 1 log unit). The estimated error of measurement for the pattern of responses was 0.5 dB, based on the group by image-pair interaction with 5 degrees of freedom.

Figure 1. Object detection in a natural background.

The simple filter model predictions (dotted line in Figure 1) average 14.4 dB higher than the soldier observers. The standard deviation of the prediction deviations when the mean difference is removed is 3.4 dB. As reported previously, the channel model predictions (solid line in Figure 1) are better. The predictions average 8.5 dB too high, with a standard deviation of only 1.9 dB. However, the masked filter model predictions (dashed line in Figure 1) are just 1.3 dB too low and fit the pattern of responses with an error of only 1.2 dB.

We have now measured the discriminability of these six image pairs for three observers, whose average responses are given by the squares in Figure 1. They saw the same gray scale images that were presented to the models, and one image pair was presented per block of trials so that the observer would know the target and its location. The standard error of the average level of performance is 1.1 dB, with 2 degrees of freedom. The estimated error of measurement for the response pattern was 0.7 dB with 10 degrees of freedom. The average detection level of the 3 discrimination observers was 5.7 dB higher than that of the soldiers. Thus, the simple filter model overpredicted the average level by 8.7 dB, the channel model overpredicted by 2.8 dB, and the masked filter model underpredicted by 6.9 dB. The errors in the pattern of predictions were 3.1 dB.
dB for the simple filter model, 1.4 dB for the channel model, and 1.7 dB for the masked filter model.

Overall, the masked filter model and the channel model performed better than the simple filter model both at predicting the overall level of performance and the pattern of performance, but there is no consistent difference between those two.

**Target detection in a noisy airport scene**

In another study, we measured the discriminability of a target masked by the scene image contrast and additional fixed-pattern white noise [12]. The target was an obstacle airplane on a runway and thresholds were measured as in the previous study for 4 observers. There were 4 image pairs, the airport scene with the airplane present and absent, and those scenes at half contrast with three levels of added white noise. Figure 2 shows the average results for the observers and the predictions of the models. The estimated standard error of the observers average responses was 1.3 dB with 3 degrees of freedom. The estimated standard error for the response pattern was 0.6 dB with 9 degrees of freedom. All models underpredicted the average performance level, The simple filter model (dotted line in Figure 2) by 3.6 dB, the channel model (solid line in Figure 2) by 7.4 dB, and the masked filter model (dashed line in Figure 2) by 14.9 dB. The errors in the overall pattern of predictions were the same for the three models, 3.4 dB for the simple filter model, 3.5 dB for the channel model, and 3.4 dB for the masked filter model. Although there is clearly masking by the noise, which is best predicted by the masked filter model, the model does not do better than the others because it predicts too much masking by the airport scene. When the contrast of the scene is cut in half (0.48) before being combined with the noise contrast, the error in the pattern of predictions is reduced to 0.1 dB (the dot-dash line in Figure 2).

Figure 2. Target detection in a noisy airport scene.
Discussion

The results for the above experiments showed little if any advantage for using the channel model rather than the filter model with the masking correction. The two models performed similarly when predicting the relative pattern of responses in the above experiments. There are two problems with the masked filter model that should be pointed out before one concludes that its computational simplicity makes it clearly the correct choice.

One problem is the summation rule used with the filter models. The probability summation rule is known to be much more accurate for large targets. The good fit of the average prediction for the simple filter model in the second experiment is the result of two problems cancelling out. The model predicts no masking, which raises its sensitivity, but it also underpredicts the sensitivity to targets like the airplane that are much smaller than the calibration targets. If the experiments had used targets that varied greatly in size, this weakness would have been reflected in poorer pattern responses for both filter models. The Minkowski summation rule with an exponent of 4 does better than the exponent of 2 for the filter model as well as the channel model [7]. The exponent of 2 was used here for the filter models because of the many possible applications in which the image is represented in a length preserving transform domain. In that case, it would probably be better to use an exponent of 4 in summing differences in that domain, but the present results show that one can do well with a vector length difference measure.

A second problem is the range of the background image that should be used in computing the masking correction. Here we have used the entire image. In experiments with masking noise that surrounds a target, no masking is found when the mask does not actually cover the target [13, 14]. We recommend, therefore, using an estimate of the image contrast in the region of the target.

In conclusion, the relations among the three models are nicely illustrated by their predictions of the results of Foley on the masking of a Gabor patch target by background gratings of the same frequency, but varying in orientation [10]. The simple filter model predicts no effect of the backgrounds. However, for observer KMF, the performance at the highest contrast level (0.31) of the background grating with the target orientation was 18 dB worse than with no masker. The channel model predicts no masking by an orthogonal grating, but the orthogonal grating masked performance was 16 dB worse than with no masker. The masked filter model errs least by predicting that all orientations have the same masking.

In general masking is greater, the more the masker and the target have the same location in space and spatial frequency (including orientation). The most complex models should allow masking to vary appropriately in these dimensions. In applications where the masking background is spatially homogeneous and wide band in spatial frequency, masking may be predictable from simple models.
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